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ABSTRACT: We report polar instability in molecular materials. Polar-
ization-induced explosive decomposition in molecular crystals is explored
with an illustrative example of two crystalline polymorphs of HMX, an
important energetic material. We establish that the presence of a polar
surface in δ-HMX has fundamental implications for material stability and
overall chemical behavior. A comparative quantum-chemical analysis of
major decomposition mechanisms in polar δ-HMX and nonpolar β-HMX
discovered a dramatic difference in dominating dissociation reactions,
activation barriers, and reaction rates. The presence of charge on the polar δ-
HMX surface alters chemical mechanisms and effectively triggers
decomposition simultaneously through several channels with significantly
reduced activation barriers. This results in much faster decomposition
chemistry and in higher chemical reactivity of δ-HMX phase relatively to β-
HMX phase. We predict decomposition mechanisms and their activation
barriers in condensed δ-HMX phase, sensitivity of which happens to be comparable to primary explosives. We suggest that the
observed trend among polymorphs is a manifestation of polar instability phenomena, and hence similar processes are likely to
take place in all polar molecular crystals.

1. INTRODUCTION

The earliest stages of fast decomposition chemistry of energetic
materials continue keeping their secrets.1−4 Researchers still
struggle with the understanding of how a modest amount of
external energy5,6 insufficient to break a single chemical bond in
a molecule7−9 is able to start a violent explosive chemical
reaction and release substantial thermal energy stored in
energetic materials.10,11

A chemical reaction of decomposition can start from the
ground state of the system or from one of its excited vibrational
or/and electronic states.12,13 Various mechanisms of initiation
of the decomposition chemistry and further processes leading
to products have been discussed over the years. For example,
electronic transport,14 a multiprocess photochemical
model,15,16 and an excitonic mechanism7,8 were proposed as
possible means of detonation initiation. Despite abundant
experimental evidence that electronic excitations (electrons,
holes, and excitons) play an important role in the initiation of
chemistry in energetic materials,17−26 the details of processes
involving electronic excitations are far from being understood.
Once the electronic structure calculations of ideal energetic
materials27,28 were initiated and simple defects in them29−31

were simulated, a great deal of knowledge became available.32

Despite this, even a general concept of electronic excitations
being able to trigger explosive decomposition chemistry is not
broadly accepted in the field of energetic materials (see, for
example, discussions in refs 8, 13, 18, 26, and 33). This is
particularly disheartening because photochemistry of organic
molecules is a well-established field of science with many good
textbooks.

A scrupulous ab initio study that methodically analyzed and
compared energies of decomposition reactions on ground and
excited potential energy surfaces was performed for 2,2-
dinitroethene-1,1-diamine (DADNE, see Figure 1 in Support-
ing Information) molecules.34 This research established that a
dramatic effect of charged states on decomposition chemistry is
manifested in reduced activation barriers, an altered dominating
chemistry mechanism, and pronounced exothermicity of
reactions. Consistent conclusions were obtained in recent
experimental studies in which laser irradiation was used to
initiate decomposition of other energetic materials, 1,3,5-
trinitroperhydro-1,3,5-triazine (RDX),25 pentaerythritol tetrani-
trate (PETN),18,26,35 and heterocyclic molecules.36,37 The laser-
induced decomposition of nitramines, nitroesters, and nitro
heterocycles suggests that excitations at 260−190 nm yield the
initial product of NO, appearing in <100 fs, showing ultrafast
kinetics.13 The ground-state thermal decomposition would
rather produce NO2 as an initial product.11,38−41

The use of laser initiation brings about a possibility of precise
control of the explosive decomposition chemistry in energetic
materials once we establish details of the interplay of molecular
interactions and materials’ response to an external perturbation.
The method for generating charged (or excited) states in
molecules (particles) under laser excitation seems straightfor-
ward, whereas mechanisms for appearance of charged and/or
excited states (quasi-particles) in energetic crystals (and
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broader, molecular materials) have yet to be eluci-
dated.8,18,23,25,33

In this study, we explore an outstanding fundamental
challenge of surface chemistry on a polar molecular material.
On one hand, accelerated surface chemistry was reported for
polar molecular crystals, for example, in the reaction with
ammonia of p-chlorobenzoic anhydride.42,43 A puzzling differ-
ence in the anisotropy of the reactions was suggested wherein
the nonpolar chloro anhydride undergoes reaction at
approximately the same rate in any direction parallel to the
major face of the crystal, however the polar bromo anhydride
reacts much faster along the polar axis than along those
directions normal to it. Despite tremendous advances in the
science of molecular crystals, including virtuoso synthesis,
sophisticated characterization, and stunningly wide range of
applications, detailed microscale mechanisms of such accel-
erated chemical reactions remain unclear. On the other hand,
the question of surface polarity in ion-covalent crystals has a
long history and several alternative polarity compensation
mechanisms were discussed.44 The presence of a macroscopic
surface dipole in ionic crystals is known to produce an
electrostatic instability, which can be canceled by compensating
charges in the outer planes. This can be achieved either by a
deep modification of the surface electronic structure, full or
partial filling of surface states, sometimes leading to surface
metallization, or by strong changes in the surface stoichiometry,
spontaneous desorption of atoms, faceting, large-cell recon-
structions due to the ordering of surface vacancies, etc.45,46

A polarization instability, the phenomenon similar to what is
observed in ion-covalent oxides, has never been reported in
organic materials. Here we discover that a polar surface triggers
a fast chemical decomposition of the molecular material due to
a polarized surface charge. We perform quantum-chemical
calculations of decomposition pathways of two octahydro-
1,3,5,7-tetranitro-1,3,5,7-tetrazocine (C4N8H8O8, also known as
HMX or octogen) polymorphs. Similar to other molecular
crystals, in which polar and nonpolar polymorphs were noted
to behave differently, HMX decomposition has been studied
over dozens of years, but the problem of why different
polymorphs of the same stoichiometry exhibit visibly different
chemical reactivity remains unanswered.47 Our modeling offers
a possible resolution for the stubborn problem of sensitivity to
detonation and suggests new insight on many seemingly
contradictory experimental data. We explain how the (001)
surface of polar δ-HMX induces a separation of positive and
negative charges, creating conditions that trigger the explosive
decomposition chemistry, while nonpolar β-HMX does not
exhibit this kind of behavior. We predict decomposition
mechanisms and activation barriers of δ-HMX. With the
conclusions obtained on the vivid illustrative example of HMX,

we propose that other molecular materials in different
polymorphs will have similar behavior. This forecast offers a
strategy to analyze materials reactivity based on polymorph’s
structure and composition; it opens up vast new opportunities
in materials design and unprecedented control of surface
chemistry.

2. HMX AS A MODEL SYSTEM

HMX is one of the most important solid energetic materials
with multiple applications ranging from high-explosives and
propellants to rocket and space shuttle engine fuels. There are
four known crystal phases of HMX usually labeled α,48 β,49 γ,50

and δ.51 Monoclinic β-HMX, the most stable under ambient
conditions phase, has P21/c (P21/n) symmetry and two
molecules per unit cell.49 When heated to ∼160 °C, β-HMX
converts to the most reactive hexagonal δ-phase51−56 with P61
symmetry and six molecules per unit cell.51 While the phase
transition is reversible, depending on sample purity and
crystallinity, it takes hours or even weeks for δ-HMX to
convert back to β-HMX at room temperature.52 In addition, it
was noted that facets of β-HMX single crystals often contain
deposits of δ-HMX, with size and concentration strongly
dependent on the synthesis conditions.57 The δ-phase exhibits
much higher sensitivity to detonation initiation than the β-
phase, and significant differences between the two phases were
also noted in burn rates and drop height measurement
experiments.58,59 It was speculated that the observed sensitivity
increase of the δ-phase is due to a density reduction from 1.90
of the β-phase to 1.79 g/cm3 of the δ-phase and the
corresponding lattice expansion that accompanies the β-to-δ
phase transition, which results in an appearance of cracks, large
amounts of hot spots in the material, and the fast growth of
reaction during shock compression.60 The modification of the
molecular structure from β-HMX chair (Figure 1a) to δ-HMX
boat configuration (Figure 1b) was also suggested to affect
sensitivity of HMX polymorphs due to changed intra- and
intermolecular interactions.61

Typically, energetic and kinetic parameters of decomposition
of energetic materials are somewhat scattered because several
dissociation processes coexist and only global kinetics is
experimentally measured. However, activation energies of
overall thermal decomposition of condensed HMX are
scattered in an unusually wide range, from 13 to 67 kcal/mol,
with appreciably narrower intervals assigned to decomposition
in melt (47.1−64.7 kcal/mol) and in the gas phase (32.1−52.9
kcal/mol).62 Judging by the described conditions of experi-
ments, these data are mostly relevant to the β-HMX phase.62

On the other hand, theoretical studies show that the
decomposition of β-HMX in gas phase38,63 and solid

Figure 1. Molecular structures of (a) a chair β-HMX conformer and (b) a boat δ-HMX conformer.
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state11,39,40 requires 40−46 kcal/mol in energy. Undoubtedly,
the decomposition of condensed HMX is a complex process,
which strongly depends on conditions of experiment and hence
calls for a careful explanation. Recent DSC and TGA
measurements64 of the HMX decomposition performed on
polymer-bonded explosive PBXN-9 containing 92% of HMX
suggested that the activation barrier, Ea, ranges from 33.7 to
46.6 kcal/mol and pre-exponential factor lgA falls in the interval
from 11 to 17 (s−1). Some authors suggest that the
decomposition is accompanied or preceded by the β-HMX
→ δ-HMX transition,52,54 although the exact amount of
material that decomposes from one or the other phase
probably depends on the heating rate.47,65

Experimental measurements of δ-HMX thermal decom-
position are largely lacking with an exception of two studies66,67

that reported the activation barrier of 34.4 kcal/mol and the
pre-exponential factor of lgA = 15.3 (s−1).
Apparent coincidence of energy barriers obtained for β- and

δ-HMX in some studies that is in a sharp contrast with large
scattering of data registered in other studies emphasizes quite a
few questions regarding a detailed mechanism and the
consequence of steps of the HMX decomposition. For example,
what drives rapid decomposition of the highly explosive δ-phase
in comparison to the more stable β-phase? Answers to these
questions would significantly advance our understanding of the
relationship between the chemical decomposition and stability/
degradation processes, molecular and crystalline polymorphism,
and morphology of crystals. Such an understanding will go well
beyond providing a consistent interpretation of existing
experiments and will also allow us to design further

experimental studies and make important inroads into
constructing a microscopic theory of sensitivity to detonation
initiation.

3. DETAILS OF CALCULATIONS

Our calculations were performed using a combination of
density functional theory (DFT),68,69 variational transition-
state theory (TST), and ab initio chemical kinetics, with large-
scale quantum-chemical molecular and periodic solid-state
calculations of ideal and defect containing materials.
Chemical reactions in the gas phase were modeled using

DFT in the GGA approximation with the PBE functional,70

hybrid exchange correlation-corrected PBE0 functional,71 and
dispersion-corrected wB97XD functional72 as implemented in
the molecular GAUSSIAN code.73 The PBE functional was
further used for investigating solid-state reaction mechanisms.
Hence the initially performed PBE molecular calculations were
compared to these carried out using the hybrid PBE0 and
dispersion-corrected wB97XD functionals for additional
validation. Unlike PBE, both PBE0 and wB97XD functionals
consume significant CPU time and computer resources but are
usually considered relatively reliable for modeling reactions in
the gaseous phase (see, for example, ref 74). The electronic
structure and decomposition pathways of molecular ions of δ-
HMX were modeled using PBE and the hybrid M0675

functional. All molecular calculations were performed using
the split-valence double-ζ 6-31+G(2df,p) basis set. Vibrational
frequencies were calculated for relevant atomistic configura-
tions to distinguish energy minima and transition states and to

Figure 2. (a) A slab model of (001) surface of δ-HMX supercell containing 32 molecules, with the lattice parameters of a = 16.360 Å, b = 14.168 Å, c
= 63.789 Å, α = β = γ = 90°. (b) A fragment of the supercell illustrates the dipole-induced charge polarization; qs stands for the surface charge, and
blue arrows schematically represent directions of molecular dipole moments.
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determine corresponding zero-point energy (ZPE) corrections.
The stationary points corresponding to the energy minimum
were positively identified by having no imaginary frequencies,
and the transition states had exactly one imaginary frequency.
Periodic solid-state calculations were performed using the

GGA PBE functional and PAW pseudopotentials76 as
implemented in the plane wave VASP code.77−79 The kinetic
energy cutoff was set to 600 eV. Surface reactions were
simulated by using a slab model containing two symmetric
lattice fragments each consisting of four-molecule-thick (001)
surface layers on top of 10 Å of vacuum (Figure 2). One
fragment in the slab is a mirror reflection of the other fragment.
Such a 32-molecule (896-atom) supercell with zero total dipole
moment was purposely built to remove an artificial electric field
in the vacuum layer, which affects the energies of the bond
breaking reactions and may lead to overestimated activation
barriers.80

Minimal energy paths in VASP periodic calculations were
obtained with the nudged elastic band method.81 In the case of
GAUSSIAN molecular calculations, an intrinsic reaction
coordinate analysis was carried out by using the Hessian-
based predictor-corrector integrator algorithm82,83 for each
transition state. Pre-exponential factors were calculated with
conventional TST84 for the decomposition reactions that
proceed through a formation of a transition state and with
variational TST85 for the homolytic cleavage pathways, as
detailed elsewhere.38 Bader charges were analyzed by using
Bader charge analysis code.86−88

4. MODELING DECOMPOSITION MECHANISMS
The main products of thermal decomposition of HMX at
ambient and low pressure are CH2O, N2O, HCN, HONO, and
NO2. As the heating rate and temperature increase, HCN and
NO2 dominate, and CH2O and N2O play a lesser role.89

4.1. Gas-Phase Chemical Reactions. The thermal
decomposition of gas-phase δ-HMX molecules was explored
by simulating five plausible mechanisms, schematically
illustrated in Figure 3. Those include: (1) a homolytic cleavage

of the N−NO2 bond (eq 1), (2) an elimination of the nitrous
acid (HONO, eq 2), (3) a nitro−nitrite isomerization (NONO,
eq 3), (4) a homolysis of the axial C−N bond in the ring (a-C−
N), (eq 4), and (5) a two-step ring opening (eq 5), which
proceeds through an isomerization of the δ-HMX molecule
into a 10-member oxy-ring structure and its subsequent
opening via the C−O bond fission. The three former
mechanisms were studied for both axial and equatorial nitro
groups. Structures of reaction products and transition-state

configurations are provided in Supporting Information. The
reaction (eq 1) proceeds with no barrier.

‐ → ‐ ‐ +• •(CH N NO ) (CH N NO ) CH N NO2 2 4 2 2 3 2 2 (1)

‐ → ‐ ‐ +(CH N NO ) (CH N NO ) CHN HONO2 2 4 2 2 3 (2)

‐ → ‐ ‐ ‐(CH N NO ) (CH N NO ) CH N ONO2 2 4 2 2 3 2 (3)

→ ‐ ‐ ‐ ‐(CH NNO ) NO N (CH NNO ) CH N NO(CH )O2 2 4 2 2 2 2 2 2

(4)

→ ‐ ‐ ‐

→ ‐ ‐ ‐

(CH NNO ) (CH NNO ) CH O NO

NO NH (CH NNO ) CH O
2 2 4 2 2 3 2

2 2 3 2 (5)

4.1.1. N−NO2 Homolysis. A homolytic detachment of a nitro
group (eq 1) is usually considered the primary decomposition
step in nitro explosive compounds. Table 1 shows that all
employed quantum chemistry methods, PBE, PBE0, and
wB97XD, produced close activation energies of both axial
and equatorial homolytic N−NO2 bond cleavage processes
with the equatorial bond requiring a slightly higher energy (by
∼2 kcal/mol) than the axial bond. The calculated energies
(40.3−46.2 kcal/mol, Table 1) are somewhat higher than the
experimental energy reported for δ-HMX (34.4 kcal/mol).66

Energies of the N−N bond cleavage, calculated using different
DFT functionals (Table 1), were found in good agreement with
recent B3LYP/6-31G(d) estimates of 45.4 and 45.6 kcal/mol,
reported for the axial and equatorial N−N bonds of δ-HMX,
respectively.63 Calculated reaction rates depicted in Figure 4
and pre-exponential factors (Table 1) show that the homolytic
cleavage of N−N bond in δ-HMX is the predominant
decomposition pathway.

4.1.2. HONO Elimination. The concerted HONO elimi-
nation mechanism (eq 2) usually requires a slightly higher
energy as compared to the homolytic NO2 loss in different
classes of nitro compounds and is often considered a competing
mechanism. We note here that the formation of HONO
isomers is not observed in δ-HMX. Instead, the molecular
relaxation due to a hydrogen transfer causes the HONO moiety
to split away without forming an isomer. The activation barriers
of axial and equatorial HONO elimination, calculated using
hybrid PBE0 and wB97XD functionals, are ∼2−5 kcal/mol
higher than the N−N bond dissociation energy (Table 1), with
the axial HONO being slightly energetically more favorable
than the equatorial HONO. PBE underestimates activation
barriers for HONO elimination (∼10−15 kcal/mol) relative to
PBE0 and wB97XD predictions (Table 1), which is a well-
known trend of pure DFT methods to underpredict the
activation barriers for proton migration reactions versus data
yield by hybrid functionals.41,90,91 PBE overestimates bond
lengths in the transition-state structures as compared to hybrid
PBE0. At the same time, the bond lengths and valence angles of
reagents and final products calculated with all three PBE, PBE0,
and wB97XD approximations were found in good agreement
with each other, which explains close correspondence in
reaction energies collected in Table 1. All methods predict the
axial HONO elimination to be a weakly exothermic reaction, in
contrast to the endothermic elimination of equatorial HONO
(∼14 kcal/mol, Table 1). The HONO elimination proceeds at
lower rates than the N−N bond cleavage (Figure 4) owing to
noticeably lower pre-exponential factors (Table 1).

4.1.3. NONO Rearrangement. The NONO rearrangement
(eq 3) proceeds via a pseudo rotation of the nitro group,

Figure 3. Schematic representation of δ-HMX thermal decomposition
pathways.
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yielding nitrite isomers, and can be considered as a primary step
of a consequent loss of nitric oxide. Recent combined
experimental and theoretical decomposition studies suggested
that the NONO rearrangement is the primary decomposition
step of electronically excited nitro explosives and their model
molecules13 followed by the formation of nitric oxide.
Our calculations revealed that the NONO rearrangement

requires high activation barriers (Table 1). An analysis of
geometry parameters of transition-state structures (see
Supporting Information) shows that PBE overestimates the
N8−N1 and the N8−O7 interatomic distances as compared to
hybrid PBE0. As a result, PBE underestimates the activation
barrier (by ∼20 kcal/mol) relative to hybrid functionals. A
similar trend has been also observed in our recent calculations
of heterocyclic furazan-based derivatives BNFFs.92 Both the
equatorial and axial NONO rearrangement reactions are highly
endothermic. The axial and equatorial nitrite isomers of δ-
HMX were found to lie higher in energy than δ-HMX molecule
by ∼20 kcal/mol. The high activation barriers rule out the

NONO reaction as a candidate initiation pathway (Figure 4),
despite of the relatively high pre-exponential factors (Table 1).

4.1.4. Homolysis of the Axial C−N Bond of the Ring. We
explored two possible pathways of HMX ring opening. The first
possible channel (eq 4, Figure 3) proceeds via a cleavage of the
C4−N3 bond accompanied by a cyclization of the C4N5N6O6
fragment into a four-member oxy-ring, similarly to a
mechanism proposed earlier for β-HMX.63 Table 1 indicates
that the activation barrier predicted by PBE0 is almost 15 kcal/
mol higher than the N−N bond dissociation energy (Table 1),
whereas the activation barrier obtained from wB97XD is only 3
kcal/mol higher than the energy of the axial N−N bond
cleavage and practically coincides with the energy required for
the equatorial N−N bond fission. We note that ZPE
corrections have a large effect (∼11 kcal/mol) on the
wB97XD-calculated activation barrier. In contrast to the
HONO and NONO reactions, pure PBE produces the
activation barriers that are relatively close to PBE0 and
wB97XD values. An analysis of the transition-state structures

Table 1. Calculated Activation Barriers (E, kcal/mol), Zero-Point Energy Corrected Barriers (EZPE, kcal/mol), Reaction
Energies (given in parentheses), and Pre-Exponential Factors (lgA, s−1) of δ-HMX Decomposition Reactions

PBE PBE0 wB97XD

reaction E EZPE lgA E EZPE lgA E EZPE lgA

1
a-NO2 loss 45.1 40.3 18.4 46.4 41.5 18.4 47.7 43.2 17.9
e-NO2 loss 46.3 42.0 17.6 48.2 43.8 17.7 50.5 46.2 17.7

2
a-HONO 38.0 (0.7) 33.3 (−2.9) 13.3 48.6 (3.6) 44.1 (0.0) 13.1 51.3 (2.4) 47.1 (−1.2) 12.9
e-HONO 41.5 (14.5) 36.8 (10.8) 13.4 52.2 (17.9) 47.6 (14.1) 13.4 55.9 (17.7) 51.2 (14.0) 13.7

3
a-NONO 71.3 (20.7) 67.3 (19.1) 15.4 88.8 (23.8) 85.3 (22.2) 14.3 90.6 (21.8) 87.3 (20.6) 14.3
e-NONO 67.3 (19.6) 53.2 (18.1) 15.1 79.9 (23.6) 75.8 (21.9) 14.8 85.3 (20.8) 81.4 (19.6) 14.6

4 axial C−N ring homolysis 50.0 (49.4) 48.2 (47.7) 12.9 55.9 (54.6) 54.4 (53.4) 12.9 57.5 (55.4) 46.3 (54.5) 13.0

5
oxy-ring isomer formation 47.3 (12.9) 44.8 (12.8) 13.4 56.6 (14.4) 54.3 (14.5) 13.4 57.6 (15.0) 55.5 (15.3) 13.4
opening of oxy-ring 28.5 (−13.3) 23.9 (−16.1) − 40.4 (−11.7) 35.6 (−14.5) − 43.2 (−16.0) 38.6 (−18.5) −

Figure 4. Reaction rates of gas-phase decomposition reactions of δ-HMX.
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indicates that discrepancies in bond distances predicted at PBE
and PBE0 levels are significantly smaller if compared to the
HONO and NONO decomposition pathways.
The calculated reaction rates plotted in Figure 4 indicate that

the homolytic cleavage of the C−N ring bond is unlikely to
compete with the N−N bond cleavage during gas-phase
decomposition due to a relatively high activation barrier and
low pre-exponential factor (Table 1).
4.1.5. Formation and Opening of the Oxy-Ring Isomer.

Another possible path of the HMX ring opening (eq 5, Figure
3) proceeds in two steps. The primary step involves a formation
of the 10-member oxy-ring isomer of δ-HMX accompanied by
the equatorial C3−N2 bond breaking and the formation of the
C3−O2 bond. According to our calculations using hybrid
functionals, the formation of the 10-member oxy-ring isomer
requires the same amount of energy as the HMX ring opening
via homolysis of the C−N ring bond, though PBE functional
underestimates the activation barrier by ∼13 kcal/mol (Table
1). Opening of the oxy-ring isomer proceeds via breaking the
N4−O2 bond and the H5 hydrogen migration from C3 carbon
to N2 nitrogen. The secondary ring opening step requires a
significantly lower energy (∼20 kcal/mol, Table 1) than the
isomerization step. The HMX ring opening via the oxy-ring
isomer formation is a highly exothermic reaction generating
heat of ∼16 kcal/mol (Table 1). Nevertheless, the noticeably
high activation energy and low pre-exponential factors obtained
for this stepwise rearrangement channel do not allow us to
consider this pathway as a feasible initiation mechanism to be
able to compete with the N−N bond cleavage and HONO
elimination channels.
4.1.6. Comparing Molecular Conformers of HMX. A careful

comparison of the results described in several DFT studies of
the gas-phase decomposition of α-,93 β-38,63 and δ- HMX
conformers,63,80 including the current work, leads us to
conclude that the modifications of the HMX molecular
structure from the boat to the chair configurations do not
crucially affect the N−NO2 bond strength and the activation
barrier of the HONO elimination in the gas-phase decom-
position of the ground state molecules. Hence, these
conclusions suggest that intramolecular interactions play a
minor role in the sensitivity of materials to detonation. The
chemical composition and the presence of chemical functional
groups (such as nitro group, amino group etc.) are important
factors, but mutual positions of those groups relative to each
other are of a significantly lesser importance as illustrated in this
example. Therefore, the difference in sensitivities of the β- and
δ-HMX phases cannot be explained on the basis of intra-
molecular interactions contrary to earlier predictions.61

Extrapolating to other explosive materials, we reiterate32,34

that while molecular calculations give valuable insight on
decomposition mechanisms in the gas phase, it is inappropriate
to speculate about the sensitivity to detonation initiation of
materials (and even chemical reactivity in general) by using

results of molecular modeling alone. Solid-state simulations are
critical in advancing our understanding of microscale
mechanisms of sensitivity.

4.2. Molecular Ions. Previously, it was discovered that the
decomposition of charged or electronically excited nitro
molecules (e.g., DADNE) requires significantly lower activation
energies and may trigger different chemical pathways than
those available for neutral molecules.34 Those results lent
strong support to the excitonic mechanism of initiation of
chemistry in explosives proposed earlier.7,8 The predictions and
conclusions34 are consistent with recent experimental studies in
which laser irradiation was used to initiate decomposition of
secondary explosives, RDX,25 PETN,18,26,35 heterocyclic
molecules,36,37 functionalized tetrazines,94 and metal perchlo-
rates.95 In this section, we explore the effect of charged states
on the molecular decomposition of δ-HMX to see if charge
transfer (or charge trapping) is able to shed some light on the
difference in sensitivity of HMX polymorphs.
Prior to modeling the decomposition reactions of charged

ion radicals, we simulated the charging process and obtained
ionization potentials and electronic affinities for reagents and
reaction products. The obtained energy for removal of an
electron (11.49 eV) from an NO2 molecule is very close to the
experimental measurement of 11.23 eV (Table 2). The same is
true for the corresponding adiabatic process (9.49 vs 9.59 eV)
and for trapping an electron (2.26 vs 2.27 eV, Table 2) on NO2.
We also note here that energies obtained with PBE functional
are consistently close to the M06 and experimental results.
Apparent agreement of the calculated and experimental
energies serves as a good indication of quality of these
calculations and suggests that charging of HMX and (CH2N-
NO2)3-CH2N will be simulated with sufficient accuracy, which
is imperative for reliable simulations of decomposition of ions.
The calculated vertical ionization potential (IPvert) of δ-HMX

is 10.58 eV (Table 2), consistent with IPs of a series of relevant
molecules, for example, a nitromethane molecule, CH3NO2, a
simple prototype of nitro molecules (11.16 eV34 and 11.07 ±
0.04 eV96), dimethylnitramine (9.53),97,98 DADNE (9.52
eV),34 nitroethane (10.91−11.02 eV),99,100 and tetranitro-
methane (12.55 eV).98,101

The relaxation energy in the equilibrium configuration of δ-
HMX•+, corresponding to the difference between IPvert and the
adiabatic ionization potential (IPad), is 0.48 eV (11.1 kcal/mol,
Table 2). The corresponding relaxation energies of NO2 (>2
eV) and (CH2N-NO2)3-CH2N (>3 eV) are considerably larger
than that of δ-HMX•+. The large relaxation energy points to the
existence of well-localized holes in the system. We observe that
out of the three molecules, (CH2N-NO2)3-CH2N has the
lowest IP and the highest EA. This implies that any additional
charge will likely to be localized on (CH2N-NO2)3-CH2N
rather than on NO2 in the course of the bond dissociation.

4.2.1. Decomposition of δ-HMX•+. An ionized molecule of
δ-HMX (hereafter referred to as δ-HMX•+) has C2 symmetry.

Table 2. Ionization Potentials (IP, eV) and Electron Affinities (EA, eV) Are Calculated with M06 (and PBE) Functionals for
Vertical (v) and Adiabatic (ad) Processes

molecule IPv IPad EAv EAad

NO2 11.49 (11.26) 9.50 (9.49) 1.36 (1.22) 2.26 (1.98)
NO2 (exp) 11.23a 9.60b − 2.27c

δ-HMX 10.58 (9.49) 10.10 (9.24) 0.78 (1.24) 1.42 (1.67)
(CH2N-NO2)3-CH2N 10.00 (9.13) 7.08 (6.72) 2.21 (2.21) 2.89 (3.24)

aFrom ref 102. bFrom ref 103. cFrom ref 104.
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The optimized structure of δ-HMX•+ has a significantly
narrower tetra-azaoctane ring (Figure 5) than the neutral
molecule. This is a reflection of the N2−N5 interatomic
distance being 0.6 Å shorter and the N3−N8 distance being 0.2
Å larger as compared to the neutral molecule. There are also
minor changes, such as an increased N−NO2 bond and a

shortened axial C−N bond (Figure 5). The lowest unoccupied
molecular orbital with β-spin, corresponding to the hole (h+)
component of the ionized molecule, is mainly formed by 2py
atomic orbitals of N5 and N2 nitrogen atoms (Figure 5e).
In studying decomposition mechanisms, we probed two

different reaction models of the N−NO2 bond fission. In the

Figure 5. Optimized structures of (a) an equilibrium ground state δ-HMX molecule, (b) a δ-HMX radical cation (δ-HMX•+), and (c) a δ-HMX
radical anion (δ-HMX•−). The bond lengths are in Å. Isosurfaces of (d) the hole (h+) state in δ-HMX•+ and (e) the electron (e−) state in δ-HMX•−.

Table 3. Reaction Activation Barriers, E (kcal/mol), Zero-Point Energy Corrected Barriers, EZPE, (kcal/mol), Reaction Energies
(shown in parentheses), and Pre-Exponential Factors (lgA, s−1) of the δ-HMX Ion Radical Decomposition Reactions

M06 PBE

reaction E EZPE lgA E EZPE

Neutral δ-HMX Molecule
1 δ-HMX → (CH2N-NO2)3-CH2N

• + •NO2 50.8 45.5 18.6 45.1 40.3
Ionized δ-HMX•+ Ion Radical
2 δ-HMX•+→ [(CH2N-NO2)3-CH2N + NO2]

•+ 32.5 − − 30.4 −
3 δ-HMX•+→ (CH2N-NO2)3-CH2N

• + NO2
+ 37.0 35.4 − 50.8 48.8

4

1•+ → 6•+, Fig 6 δ-HMX•+ → (CH2N)3-(NO2)2-CHN-NO(OH)
+ + NO2

• (−24.3) (−26.6) − (−13.0) (−15.1)
(a) HONO isomerization Fig 6, step 1•+ → 2•+ δ-HMX•+→ (CH2N-NO2)3-CHN-NO(OH)

•+ 12.7 (−8.6) 10.1 (−8.6) 13.4 13.0 (1.6) 10.1 (1.4)
(b) step 4•+ → 5•+: (CH2N-NO2)3-CHN-NO(OH)

•+ → (CH2N)3-(NO2)2-CHN-NO(OH)
+

+NO2
•

10.0 (0.8) 8.6 (−1.8) 13.4 − −

5
step 1•+ → 8•+: (CH2N-NO2)3-CHN-NO(OH)

•+ → (CH2N)3-(NO2)3-CHN
•+ + HONO (−13.6) (−17.0) − − −

(a) step 7•+ → 8•+: (CH2N-NO2)3-CHN-NO(OH)
•+ → (CH2N)3-(NO2)3-CHN

•+ + HONO 12.4 (12.4) 11.2 (11.2) − − −
Negatively Charged δ-HMX•− Ion Radical
6 δ-HMX•−→ [(CH2N-NO2)3-CH2N + NO2]

•− 12.5 − − 4.8 −
7 δ-HMX•− → (CH2N-NO2)3-CH2N

− + NO2
• 17.0 15.4 15.8 9.0 7.6

8 δ-HMX•−→ (CH2N-NO2)3-CH2N
• + NO2

− 31.5 30.2 − 38.1 36.5
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first model (referred hereafter as a split charge model), which
asymptotically simulates a dissociation of a charged ion into
two products, both of which share a positive charge (reaction 2,
Table 3), the axial N−NO2 bond distance of δ-HMX•+ was
enlarged and fixed at 7.3 Å, keeping both chemically split
products within the same physically calculated system.
The positive charge (a hole, h+) in the system is distributed

over both products regardless of how far from each other they
are placed. The energy of such a process (the same as the
activation barrier) is 32.5 kcal/mol (Table 3), which is ∼18
kcal/mol lower than the corresponding process in the neutral
molecule (reaction 2, Table 3).
In the second model (referred hereafter as a localized charge

model), which approximates a dissociation process with the
hole fully localized on only one of the reaction products
(reactions 3 and 4, Table 3), the reaction energy was obtained
as a sum of the total energies of the separately calculated
reaction products. The reaction 3 (Table 3) describes the
formation of the isolated NO2

+ cation and the neutral (CH2N-
NO2)3-CH2N

• radical residue. The resultant activation energy
of such a process is 37.0 kcal/mol (Figure 6, Table 3), which is
13 kcal/mol (when ZPE correction is included, see Table 3)
lower than the energy of the corresponding reaction in the
neutral molecule. As expected from simple electrostatic
considerations and Table 2, the obtained total energy of the
system with the hole well-localized on one of the completely
isolated products is lower than that of the system in which the
hole is delocalized over the separated products. In addition, in

accordance with Table 2, the hole favors localization on the
residue (reaction 4, Table 3) over localization on NO2

(reaction 3, Table 3) and even more so over splitting between
both products. The lower barrier of the charge split between
products in comparison to the charge localized on the nitro
group (32.5 vs 37.0 kcal/mol, Table 3) is underestimated due
to Coulomb repulsion of the positively charged products (and
hence the overestimated total energy of the final system’s
state).
Naturally, the most interesting reactions of the δ-HMX•+

fragmentation are related to an intricate detachment of neutral
NO2

• (paths 1•+ → 6•+, Figure 6) or HONO elimination (1•+

→ 8•+, Figure 6), while the hole is trapped on the residue. We
note that they proceed very differently than the NO2 loss and
HONO-splitting from the neutral molecule, and both reactions
have a common rate-determining step, which is unusual. These
stepwise exothermic reactions (Table 3 and Figure 6) include a
formation of axial (2•+) and equatorial (3•+ and 4•+) HONO
isomers of δ-HMX•+.
The formation of the axial HONO isomer 2•+ requires 12.7

kcal/mol (Table 3, Figure 6) and is the rate-determining step
for both the stepwise detachment of NO2

• (1•+ → 6•+) and the
HONO elimination (1•+ → 8•+) from δ-HMX•+, as it is clearly
seen from the potential energy diagram depicted in Figure 6.
The activation barrier of the axial HONO isomerization is
significantly (by ∼25 kcal/mol) lower than the reaction energy
calculated for the decomposition of δ-HMX•+ on the NO2

+

cation and the neutral (CH2N-NO2)3-CH2N
• radical residue

Figure 6. Energy diagram illustrates the gas-phase fragmentation pathways of the neutral and charged δ-HMX molecules. All numbers are obtained
with M06 functional.

Figure 7. Reaction rates of the gas-phase molecular decomposition reactions of neutral and charged δ-HMX.
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(37.0 kcal/mol, Figure 6, Table 3). The axial (2•+) and
equatorial (3•+) isomers are predicted to lie ∼8.5 kcal/mol
(Figure 6) lower in energy than δ-HMX•+.
The data obtained here imply that the earliest reactions in

the δ-HMX•+ decomposition are activated with the energy of
10.1 kcal/mol and that the reactions include both the NO2 loss
and the HONO elimination, which will likely to proceed
simultaneously and exothermally, with the generated heat of 17
(reaction 5) or 26.6 (reaction 4) kcal/mol. It is needless to say
that such a decomposition will proceed much more rapidly and
aggressively than the process from the neutral molecule (see
Figure 7).
We note that despite the activation barriers to decompose

the δ-HMX•+ cation are lower than the corresponding
dissociation processes of the neutral molecule and that some
reactions are highly exothermic, a fairly high HMX IP should be
taken into account (Table 2) as it lowers a probability for the
reaction. Such a high IP protects the molecule from
spontaneous breakdown and makes the decomposition from
the positively charged state require effectively higher energy
than decomposition from the neutral molecule. Nevertheless,
the energetic considerations suggest that in the electron-
deficient environment, the bond dissociation will be facilitated
and will proceed faster than in a neutral molecule, releasing
sufficiently large amount of heat.
Our calculations also demonstrate that the formation of

HONO-isomers is possible only in the case of positively
charged δ-HMX molecules and not for the neutral (see section
4.2) or the negatively charged δ-HMX ( f ide inf ra).
Interestingly, a somewhat similar discrimination was observed
in DADNE.34 However, unlike HMX, it was found that the
intramolecular hydrogen transfer leading to the HONO
formation is precluded from the neutral and positively charged
DADNE molecule, and only an electron-rich environment
supports such a rearrangement.
4.2.2. Decomposition of δ-HMX•−. Due to its positive

electron affinity, the δ-HMX readily traps an electron, forming
δ-HMX•−, and gains energy in the process (Table 2). The
molecular structure of the δ-HMX•−, anion radical (Figure 5),
is characterized by an elongated N3−N7 bond by ∼1 Å. The
observed bond elongation appears coherent with the
lengthened axial N−N bond of a β-HMX anion radical.105

The δ-HMX•− highest occupied orbital with α-spin has a shape
of σ* antibonding molecular orbital (Figure 5) and is
predominately formed by 2px and 2py atomic functions of
O3, O5 oxygen and N3, N7 nitrogen atoms.
In simulating the NO2 loss from δ-HMX•−, we explored both

the split charge and localized charge dissociation models with
three possibilities for the resulting products: (i) both products
are negative (calculated as two split products separated by 7.0 Å
within the same calculation as described in reaction 6, Table 3);
(ii) the (CH2N-NO2)3-CH2N

− residue is negative, and the
NO2 is neutral (calculated as two isolated products, described
by reaction 7, Table 3); and (iii) the NO2

− is negative, and the
(CH2N-NO2)3-CH2N is neutral (also calculated as two isolated
products, following reaction 8, Table 3). A comparison of
electronic affinities of products (Table 2) should govern the
preference between the three possibilities, hence the reaction
that produces the fully localized electron on the residue should
be most favorable. Indeed, Table 3 shows that the elimination
of neutral NO2

• (reaction 7, Table 3) requires 14.5 kcal/mol
lower energy than the elimination of the negative NO2

−

(reaction 8, Table 3). Hence reaction 7, leaving an extra

electron on the (CH2N-NO2)3-CH2N residue, is most
favorable.
All attempts to find alternative decomposition pathways of δ-

HMX•−, such as the HONO elimination or NONO rearrange-
ment, have failed. We were not able to find a stable product
configuration or a well-defined transition state. Hence, excess of
electrons favors the NO2 loss and practically suppresses other
decomposition routes. This is consistent with and explains the
results of recent experimental studies, which considered the
NO2 moiety as the fingerprint for fragmentation of widely used
nitro explosives such as HMX,105 RDX106 and PETN107 under
dissociative attachment electron experiments. Once again, the
termination of some reaction channels imposed by the charge
in δ-HMX radical echoes the similar trend observed in
DADNE.34

Summarizing the ion radical calculations, we conclude that
the ions of δ-HMX, both positively and negatively charged,
require lower activation energies for the detachment of the
NO2 moiety than the neutral molecules. In other words, both
an electron-rich and electron-deficient surroundings of the δ-
HMX molecules would facilitate and accelerate the decom-
position process. The IP is rather high, and therefore some
additional energy is required to form the cation. However, once
the cation is formed, very little additional energy is required to
breakdown the system and the reaction becomes autocatalytic
due to high exothermicity. With the trend of the molecule to
quickly trap an electron due to its positive electron affinity, a
large reduction of activation barriers was observed for δ-HMX
radical anion with a clear trend to favor the NO2 loss
mechanism at expense of other possible channels, which
become suppressed. Naturally, such a dramatic energy
reduction also affects reaction rates. Figure 7 illustrates that
the decomposition of ions proceeds at significantly higher rates
than the decomposition of the neutral molecule despite lower
pre-exponential factors (Table 3). Most importantly, excess of
electrons (or holes) allows for an accurate control of chemical
decomposition of δ-HMX radical ions and hence carries
implications for developing sensor, detector, and ignition
devices.
Important questions emerge, such as whether some

conditions exist that create an electro-magnetic field within
(or near) condensed materials (as opposed to charged isolated
molecules) to trigger the explosive chemistry through other
than the ground-state potential energy surfaces and whether the
qualitative results obtained on ions would be replicated at the
solid-state processes.

4.3. (001) Surface Decomposition. Our calculations of
decomposition of the ideal bulk δ-HMX crystals only confirmed
the tendencies observed on the neutral molecules, illustrated in
Table 4. This is not at all surprising as both systems, the δ-
HMX molecule and the molecular crystal, are neutral; they
exhibit quite similar behavior with the already well-known trend

Table 4. Calculated Activation Barriers and Reaction
Energies for δ-HMX Decomposition Reactions in Gaseous
Phase and Ideal Bulk Are Given in kcal/mola

gas phase ideal bulk crystal

reaction M06 PBE PBE

(i) NO2 loss 50.8 (50.8) 45.1 (45.1) 50.8 (50.8)
(ii) HONO elimination 48.9 (3.0) 38.0 (0.7) 49.4 (−2.8)

aEnergies do not include ZPE corrections.
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of showing visibly higher activation barriers and somewhat
longer reaction times in the condensed phase relative to the gas
phase. We also note here that the kinetic parameters obtained
here for δ-HMX reaffirm kinetics known for β-HMX and
therefore do not offer any logical explanation for differences in
sensitivities of those phases.
Here, we show that the dipole moment characteristic of polar

δ-HMX generates a surface charge sufficiently large to trigger
the explosive decomposition under a very small external
perturbation.
Figure 2 shows the structure of δ-HMX with the identified

(001) polar direction. Analyses of projected density of states
and Bader charges indicate that the electric field generated by
the molecular dipoles induces a charge transfer such that the
“positive” surface has excess positive charge, 0.25 holes per
molecule, and the “negative” surface has excess negative charge,
0.25 electrons per molecule (Figure 2). This quantitatively
proves that the surface is polar and charged.
We focus now on how does the discovered (001) surface

charge transfer32,80 affects the δ-HMX decomposition kinetics
and mechanisms. Here we simulated decomposition reactions
on both positively and negatively charged (001) surfaces,
including the cleavage of the axial N-NO2 bond and the
HONO isomerization as the two most kinetically favorable
pathways.
4.3.1. Decomposition of the Positively Charged Surface.

For reliable comparison and completeness we follow the similar
computational strategy as was used for ion radicals, while
bearing in mind the trends revealed from Table 2, which dictate
that the neutral NO2 (or HONO) should split off, leaving a
positive charge localized on the surface residue. Hence, to
calculate the energy of the NO2 loss from the δ-HMX molecule
on the (001) surface we again employed two types of
calculations. In the split charge model, the axial N−NO2
bond distance was enlarged and fixed at 5.0 Å. The energy of
such a process is 34.5 kcal/mol (Table 5), which is comparable
to the case of cation radical δ-HMX•+ and appreciably lower
than the reaction barriers of neutral molecules in the gas phase
(∼45.1 kcal/mol, Table 4, see also Table 1) and in the crystal
bulk (50.8 kcal/mol, Table 4).80 Due to a very large supercell
size we were not able to determine ZPE corrections, but we
may assume that they would reduce the energy of N−N bond
cleavage by another ∼5 kcal/mol.
Owing to the complex reaction profile in addition to the

oversized supercell, it is problematic to directly calculate all
stages of the reaction pathway. Hence, to simulate these
reactions, we calculated reaction energies and used a reasonable
approximation to roughly estimate the activation barriers by
using the geometry configurations of the transition states,
obtained for decomposition of ions. The reaction energy,
obtained from a sum of the total energies of the isolated neutral
NO2 and the positively charged (CH2N-NO2)3-CH2N

•+

residue on the (001) surface, is found to be −6.0 kcal/mol.
This is comparable to cation decomposition (−13.0 kcal/mol).
Similarly to the molecular cation, the (CH2N-NO2)3-CH2N
residue on the positively charged (001) surface tends to relax
into the HONO isomer. An inspection of Bader charges
confirms that the hole is completely localized on the axial
HONO isomer. The estimated barrier of such a rearrangement
is ∼20.7 kcal/mol, also comparable to the cation (13.0 kcal/
mol). The reaction energy of the axial HONO isomer
formation is 12.9 kcal/mol (Table 5), which is somewhat
higher than the reaction energy calculated for the correspond-
ing reaction in δ-HMX•+ cation (1.6 kcal/mol).
Thus, the hole trapped on the polar δ-HMX surface has a

pronounced effect on stability of the material. The simulated
reactions, exothermic NO2 loss and (endothermic) HONO-
isomerization, generally proceed following a scenario closely
resembling the cation decomposition. The corresponding
activation barriers are significantly reduced relative to the
neutral crystal bulk reaction and to the neutral gas-phase
reaction.

4.3.2. Decomposition of the Negatively Charged Surface.
The negatively charged (001) surface (Figure 2) also bears a
strong effect on the axial N−N bond cleavage pathway.
According to our calculations, the detachment of the axial NO2
from δ-HMX, if it proceeds on the negatively charged surface,
requires only 9.4 kcal/mol or lower80 (Table 5), which is
comparable with 4.8 kcal/mol (Table 5, see also Table 3)
estimated for δ-HMX•− within the same split charge model.
The localized charge model yields 20.1 kcal/mol (Table 5)

for the reaction energy of the NO2 loss which is somewhat
higher than the corresponding anion reaction estimate (9.0
kcal/mol). Nevertheless, it is still significantly lower (by 25−30
kcal/mol) than the energy required for the detachment of NO2
in the gas phase and bulk material (Tables 4 and 5). Once ZPE
corrections are included, the resultant energy would be further
reduced by another ∼5 kcal/mol, reaching ∼15 kcal/mol. At
the same time, the extra electron precludes the surface from
decomposition through the HONO isomerization channel,
showing the discrimination parallel to the anion processes
(Table 5). Interestingly, the low activation barriers obtained
here indicate a rather high sensitivity of δ-HMX to thermal
initiation. The estimated barriers (∼15−21 kcal/mol) are far
lower than 32−35 kcal/mol obtained for the sensitivity
benchmark compound PETN,41 the most sensitive secondary
high explosive in its class; all materials that exhibit higher
sensitivity than PETN are classified as primary explosives. For
example, heavy metal azides, SrN6, CuN3, PbN6, and AgN3,
representatives of primary explosives, exhibit barriers of 20, 27,
29, and 32 kcal/mol, respectively.108 Thus, while β-HMX is a
typical secondary explosive, the δ-polymorph is not.
Most importantly, δ-HMX crystals exhibit comparable

behavior at both negatively and positively charged surfaces

Table 5. Calculated Activation Barriers of Decomposition Reactions from Charged States of δ-HMX Are Given in kcal/mola

gas phase (001) surface

cation anion positively charged negatively charged

reaction M06 PBE M06 PBE PBE PBE

(i) split charge NO2 loss 32.5 30.4 12.5 4.8 34.5 9.4
(ii) NO2 loss 12.7 (−24.3) 13.0 (−13.0) 17.0 (17.0) 9.0 (9.0) ∼20.7 (−6.0) 20.1 (20.1)
(iii) HONO isomerization 12.7 (−8.6) 13.0 (1.6) no reaction ∼20.7 (12.9) no reaction

aReaction energies (no ZPE corrections included) are shown in parentheses.
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with the decomposition triggered by a relatively modest
perturbation and proceeding very rapidly, initiating a violent
explosive reaction.
The conclusions obtained here have vast consequences. First

of all, a logical explanation of differences in sensitivity of β-
HMX and δ-HMX phases to initiation of detonation can be
now proposed. Interactions of molecular dipoles generate the
polarization-induced charge separation, which prompts the
polar surfaces of the δ-HMX crystals to decompose much faster
than nonpolar grains of the β-HMX crystals. Second of all, the
wide range of experimental activation barriers reported for
HMX can be attributed to various crystallographic phases,
including both β- and δ-HMX. With polar δ-HMX facets
requiring appreciably lower activation energy than β-HMX
facets, an unusually large scattering of activation barriers in the
overall thermal initiation should be expected. The scattered
energy interval, in fact, makes a lot of sense if one recalls that
the experimental data (e.g., in mass spectroscopy and DSC and
TGA measurements) strongly depend on the heating rate,
especially taking into account that the β-to-δ phase transition’s
energy also falls into the same range. In other words, relative
fractions of β- and δ-HMX phases in the decomposing material,
most likely, vary in experiments. Thus, a lower end of the
reported interval, 13 to 25−35 kcal/mol, which was previously
regarded as erroneous results,52,62 may be actually associated
with a degradation of the polar δ-HMX surfaces. The medium
range of 40−46 kcal/mol in energy is related to decomposition
of the nonpolar β-phase surfaces, and the higher energies, above
46 kcal/mol, are probably relevant to other processes or system
components, for example, evaporated molecules, plastic
binders, or other additives. Third of all, the understanding
gained here reveals a clear correlation between the presence of
polar surfaces and decomposition kinetics, which can be used to
adjust sensitivity of the high explosive material to detonation by
choosing certain crystallographic polymorphs. This is illustrated
by the fact that the sensitivity of δ-HMX is high, comparable to
primary explosives, and the sensitivity of β-HMX is relatively
low, comparable to other secondary explosives. Such a
manipulation of a materials’ composition and morphology
makes it possible to fine-tune the surface chemistry for targeted
applications.

5. SUMMARY AND CONCLUSION

In this study, the earliest stages of possible chemical
decomposition reactions of δ-HMX were simulated by means
of quantum-chemical methods in a range of state-of-the-art
DFT approximations. The decomposing molecules were placed
in various environments to represent a model system with an
increasing level of complexity, making a transition from an
idealized isolated molecule or an ion to condensed materials. A
comparative analysis included the single gas-phase neutral
molecules in their ground state (δ-HMX), ionized molecule (δ-
HMX•+), negatively charged ion (δ-HMX•−), and molecules
placed in an ideal bulk crystal and on a (001) crystal surface.
We found that the molecular decomposition process of δ-

HMX from its ground state hardly differs from β-HMX as the
obtained activation barriers, dissociation mechanisms, pre-
exponential factors, and reaction rates in both molecules are
quite similar. Knowing that δ-HMX is visibly more sensitive
that β-HMX, this observation leads us to conclude that the
intramolecular interactions that were modified due to the
change of the molecular conformation from the δ-HMX (boat)

structure to the β-HMX (chair) structure barely contribute to
the sensitivity of those materials.
Next, we simulated the decomposition of radical ions of δ-

HMX and discovered that both the cation and anion require
notably less energy to trigger decomposition than the neutral
molecule. This implies that once the molecule is placed in
polarized surroundings (such as electron- or hole- excess
conditions), the reaction will be triggered with a very small
additional energy and progress rapidly.
Further, we compared the major decomposition pathways in

ideal bulk crystals of δ-HMX and β-HMX. The reaction
parameters were again fairly similar to each other32 and to their
neutral molecular analogs. Thus, it may appear as if
intermolecular interactions, which are certainly different in
the two perfect crystals, also failed to provide any explanation
of different sensitivities between polymorphs. The seeming
contradiction is lifted if one recalls that chemistry of materials
studied in experiments differs from perfect bulk model crystals
that were explored in our study. Specifically, it is nowadays
well-established that decomposition reactions do not start in
the middle of densely packed ideal bulk crystals and only
molecules placed next to defects or deformations exhibit
activation barriers that are consistent with the observed in
experiments.32,109

Furthermore, simulations of decomposition pathways of δ-
HMX molecules placed on the (001) surface demonstrated that
the polar surface causes holes (h+) and electrons (e−) to
separate, which, in turn, creates favorable conditions for
initiation of a fast reaction. Indeed, the activation barrier for
NO2 loss in the hole-rich or electron-rich environment is
significantly reduced, implying that the reaction will be
triggered with a modest perturbation, significantly smaller
than that required to ignite β-HMX and will proceed very
rapidly. Interestingly, both electron excess and electron deficit
will catalyze the fast reaction. We predict that the presence of
holes triggers simultaneous decomposition via the NO2 loss
and HONO elimination channels, which proceed through the
same rate-determining step. The presence of electrons clearly
favors the NO2 loss pathway and effectively suppresses other
channels. The major difference between δ-HMX and β-HMX
chemistries is defined by fundamental differences in properties
of chemically active polar δ-HMX surfaces versus relatively
more passive nonpolar β-HMX surfaces. We predict that the
decomposition chemistry of β-HMX would also be facilitated in
the presence of an additional charge; however, adding this
charge to the system will require some additional external
energy. The polar (001) surfaces of δ-HMX naturally create
such conditions by polarizing the surface and separating holes
and electrons, which triggers fast chemistry, with no additional
energy needed.
While a correlation between a polar axis and accelerated

reaction rates in organic crystals was reported earlier (see, for
example, refs 42 and 43), the δ-HMX decomposition
mechanisms, scrutinized here, unravel a great deal of detail
on how the surface polarization considerably affects the surface
chemistry. Those results offered a logical explanation for
different sensitivity of δ-HMX and β-HMX polymorphs to
detonation initiation. Our conclusions also removed long-
standing contradictions and explained a large set of measure-
ments reported a strangely wide range of experimental values of
thermal decomposition of HMX.
In conclusion, the formation of crystals possessing a polar

direction, a property shown by many common organic and
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inorganic materials, is one of the most remarkable aspects of
solid-state chemistry. The crystallographic polarization played
an extremely important role, for example, in inspiring the
recognition of the relationship between optical activity and
molecular structure and in the first resolution of an organic
compound by Pasteur. Although the stereochemistry of organic
crystals became more widespread and there is increased
awareness of the common occurrence of polar organic crystals
and their great structural diversity, specific knowledge of
chemical and physical behavior of those materials is still limited,
and therefore the potential utility of their unique properties is
not fully realized. The understanding gained in this study of the
structure of polymorphs of organic molecular crystals and the
principles governing their crystal packing and their chemical
reactivity is instrumental in a more rapid development of
methods to control surface and interface chemistry. The
resulting control of surface reactions will not only provide the
means of causing them when they are desired, for example, for
catalysis or synthesis of targeted materials but also the means of
preventing them when they are to be avoided, as in stabilization
of pharmaceuticals or elimination of accidental explosions and
fires.
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F. F.; Scheier, P.; Limaõ-Vieira, P.; Denifl, S. J. Am. Soc. Mass. Spectrom.
2013, 24, 744−752.
(106) Sulzer, P.; Mauracher, A.; da Silva, F. F.; Denifl, S.; Mar̈k, T.
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